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Abstract
This article discusses the creation and use of known algorithms in 
production that uses a flow-shop system to monitor and verify its 
operability. It also describes the input data, which must be further 
opportunities for decision entered into the system. In the next section 
are described in detail the different parts of this procedure. Than 
it describes the sequential problems that are not yet at a practical 
level, few addressed, but thus methods shorten the processing time. 
The conclusion focuses on the validation of the serviceability of 
the manufacturing system using knowledge mentioned and their 
embedding and verification by simulation. 
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Introduction
With the advent of just-in-time manufacturing philosophy 
which maintains a limited in-process inventory, the flow-
shop scheduling problem with minimum make-span and 
optimization approaches to minimize manufacturing cost 
started to be intensively studied (Modrak and Moskvich, 2011). 
Flow-shop scheduling problems present an important class 
of sequencing problems in the field of production planning. 
Solving this problem means finding a permutation of jobs to 
be processed sequentially on a number of machines under 
the restriction that the processing of each job has to be with 
respect to the objective of minimizing the total processing 
time i.e. flow-time (Sule, 1982).The permutation flow-shop 
scheduling problem (PFSP) is often designed by the symbols 
n|m|P|Cmax, where n jobs have to be processed on m machines 
in the same order. The processing of each job on each machine 
is an operation which requires the exclusive use of the machine 
for an uninterrupted duration called the processing time. “P” 
indicates that only permutation schedules are considered, where 
the order in which each machine processes the jobs is identical 
for all machines. Hence a schedule is uniquely represented by a 
permutation of jobs. The common objective is to find a schedule 
that minimizes the makespan Cmax, the time at which the last 
job is completed on the last machine. In a statistical review of 
flow-shop scheduling research, concluded that there is lack of 
relevance to practice for the overall majority of research in this 
field. They emphasize “that flow-shop scheduling research is 
in dire need of paradigm shift to enhance its probability of ever 
becoming a tool for the practice (Bucki and Chramcov, 2011).
Complexity theory provides a mathematical framework, in 
which computational problems are studied so that they can be 
classified as “easy” or “hard” (Brucker, 1998). For the pure flow 

shop problem, there are generally (n!)m different sequencing 
alternatives. However, for the PFSP the search space is reduced 
to n! because it considers the same order of processing all the 
jobs in all machines. Consequentially, the n-job m-machine 
PFSPs belong to the class of NP-hard problems (Lenstra, 1997) 
Thus, in a PFSP, the computational requirements for obtaining 
an optimal solution increase exponentially as problem size 
increases. Nevertheless, it is well-known that the case of 
the PFSP composed of two machines (F2 ||Cmax), could be 
easily solved using Johnson’s rule which generates an optimal 
schedule in O(n*log(n)) time (Johnson, 1954 and Carlier, 1996). 
However, for m ≥ 3, the problem is shown to be strongly NP-
hard (Garey et. al., 1976).
Complexity of manufacturing system, wastage rate and 
serviceability of this system are some of the most important 
concepts in theory of production systems in practical solutions 
as well as in theoretical modeling. To create a universal tool for 
Flow-shop production system is necessary to take into account 
several basic input parameters. In order to achieve the required 
parameters, it is necessary to maintaining a chronology for the 
optimization, and the next steps:

•	 analyze the raw data and analyze the production program 
(ABC analysis and PQ diagrams),

•	 perform a detailed analysis of the current layout,
•	 calculate the capacity of the functional elements of 

production systems,,
•	 apply the segmentation of production - design of groups 

of components, or choose representatives (PFA analysis, 
cluster analysis, ROCA, DCA algorithm and others),

•	 propose an alternative solution,
•	 select a suitable simulation program,
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•	 verify the simulation model with number of changes and 
input values,

•	 verify the operability of system.

General algorithm development of production lines 
with the principles of flow – shop
Procedure written or graphic, which describes the same problem 
solving we can simply call the algorithm. Each algorithm is 
composed of individual steps that lead either to the next step or 
gradually returns to predetermined level solutions. (Anu, 1997)

Materials and Methods
Simulation is becoming increasingly used method for testing 
and monitoring of various systems and phenomena. Simulation 
can be used to investigate the causes of various disorders and 
can be used for the prevention of these disorders and accidents.
This article is divided in several parts. In first part we have 
created a unique graphic algorithm, which serves as a map for 
designing and creating a simulation model (created to verify 
operability of PS (PS-production system)). This simulation model 
can be defined in several ways:
based on experience,

•	 based on real PS,
•	 based on mathematical model 
•	 based on pervious simulation with the change of domain. 

(Knapcikova et al,2011)
In next section we conceived the design organization chart of the 
manufacturing process. This chart is divided in 5 phases (from 
input data and quantities to profit and cost). Third part consists of

Figure 1: Flow diagram of simulation model (Gupta, 1971), (Husár 
and Lazár, 2011).

Input parameters
•	 wi weight tasks Ji. It expresses its relative importance,
•	 fi cost function – non-decreasing real function, that metering 

costs fi(t), paid to, the role Ji was completed in time t. In 
general gi; pi; or. pij and wi are integers,

•	 Ci end time j-th operation on the i-th machine (possible start 
j+1-th operation on the i-th machine),

•	 Li downtime of the machine to start j+1-th operation
•	 mi number of machines mi = {S1, S2, S3, ..., Si} or {M1, M2, M3, 

..., Mi}, where j=1, 2,..., n and i=1, 2,..., m
•	 nj number of operations nj = {O1, O2, O3, ..., Oi} or {J1, J2, J3, 

..., Ji},
•	 gij lead time for processing j-th operation on the i-th machine,
•	 pij processing (process) time j-th operation on the i-th 

machine,
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•	 Tij total processing time j-th operation on the i-th machine ,
•	 ri  earliest possible start of processing tasks Ji. This statement 

can be viewed as a time entry task Ji to system (release date),
•	 di required time of completion of tasks Ji,
•	 ai = di - ri maximum permissible length of stay roles Ji in 

system. (Lazár and Husár, 2011)
The result of projecting the spatial structure of the production 
process is plant layout and of workplaces, so the actual 
technological project. A simplified diagram (model) design 
organization of the manufacturing process is on figure 2. The 
design here is a gradual work ongoing in phases.

Steps in the simulation model
The application of simulation involves specific steps in order 
for the simulation study to be successful. Regardless of the type 
of problem and the objective of the study, the process by which 
the simulation is performed remains constant. The following 
briefly describes the basic steps in the simulation process by 
(Husár and Lazár, 2011);

STEP 1 Identify and formulate the problem.

Enumerate problems with an existing system. Produce 
requirements for proposed system. Select the bounds of the 
system, the problem or a part thereof, to be studied. Define 
overall objective of the study and a few specific issues to be 
addressed.

Step 2 Collect and process real system data.

Collect data on system specifications, input variables, as well as 
performance of the existing system.

Step 3 Perform verification and validation on the model.

Develop schematics and network diagrams of the system 
and translate these conceptual models to simulation software 
acceptable form. Verify that the simulation model executes as 
intended. Compare the model‘s performance under known 
conditions with the performance of the real system. The aim 
of verification and validation is to ensure that the model is 
sufficiently accurate.

Step 4 Document model for future use.

Document objectives, assumptions and input variables in detail. 
Variables of a simulation model so that we may observe and 
identify the reasons for changes in the performance measures.

Step 5 Select appropriate experimental design.

Select a performance measure, a few input variables that are 
likely to influence it, and the levels of each input variable. 
Document the experimental design.

Step 6 Establish experimental conditions for runs.

Simulation experiment is a test or a series of test in which 
meaningful changes are made to the input variables of a 
simulation model. First, address the question of obtaining 
accurate information and the most information from each 
run. Then, determine if the system is stationary (performance 
measure does not change over time) or non-stationary 
(performance measure changes over time).

Step 7 Perform simulation run.

The main model and the other scenarios based on experiment 
designs are run to get the output and results to compare. 
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Simulation needs to be run with many replications which is, 
replication is defined as executing the same model a numbers 
of times, but with different random number in each runs.

Step 8 Implement the model in real setting.

The original system and the modification described were 
studied.

Step 9 Recommend further course of action.

This may include further experiments to increase the precision 
and reduce the bias of estimators, to perform sensitivity 
analyses, etc. (Dlouhy, 2007)

Figure 2 Mathematical model of one machine production

The simulation programs allow us to predict a variety of conflict 
situations, that would businesses have a lot of money and 
thanks to the fact that the entire of production process for our 
simulation program takes only a few minutes. With the program 
can produce a variety of statistics, graphs and reports that are 
used to detect bottlenecks and places, where the likelihood of 
malfunction of the real process.

Figure 3: Mathematical model of simulation I.

Figure 4: Simulation I field in Witness.
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Figures 3 and 4 graphically illustrate the simulation I on 
Witness software. Figure 3 shows a mathematical model. This 
model describes all inputs and outputs that operate on different 
machines or buffers. Figure 4 describes the simulation field of 
Witness, which illustrates mentioned mathematical model. This 
simulation focuses on the states of machines and the failure 
rate after 8 hours shift. Graphical representation of states of 
machines, conveyor and parts are on the Figure 7 to Figure 12 
below.

Figure 5: Mathematical model of simulation II.

Figure 6: Simulation II field in ARENA.

Results
Figures 5 and 6 graphically illustrate the simulation II on Arena 
software. Figure 5 shows a mathematical model. This model 
describes all inputs and outputs that operate on different 
machines or buffers. Figure 6 describes the simulation field of 
Arena, which illustrates mentioned mathematical model. This 
simulation focuses on the error rate during 8 hours shift.

Figure 7: Running machines states.
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Figure 8: Process Performance Pie Chart after one part finishing.

Figure 9: Part Statistics. Report by On Shift Time.

Name Part 1 Part 2 Part 3 Part 3

No. Entered 283 258 258 258

No. Shipped 0 0 0 0

No. Scrapped 0 0 1 1

No. Assembled 0 0 0 0

No. Rejected 198 223 223 223

W.I.P. 283 258 257 257

Avg W.I.P. 195.17 188.98 188.44 188.40

Avg Time 331.26 351.83 350.83 350.75

Sigma Rating 0.00 0.00 0.00 0.00

Table 1: Part statistics after 8 hours shift.

Figure 10: Conveyor Statistics. Report by On Shift Time.

Name
% 

Empty
% 

Move
% 

Blocked
% 

Queue
Now 
On

Total 
On

Avg 
Size

Avg 
Time

Conveyor1 0.00 1.25 88.13 10.62 5 57 4.98 41.96

Conveyor2 2.50 10.99 0.00 86.51 9 51 5.71 53.82

Conveyor3 9.37 85.22 0.00 5.41 2 40 1.67 20.4

Conveyor6 22.48 77.52 0.00 0.00 1 32 1.30 19.59

Conveyor4 19.78 80.22 0.00 0.00 2 26 1.53 28.24

Conveyor5 59.33 40.67 0.00 0.00 1 10 0.41 19.53

Conveyor7 38.31 40.87 0.00 20.82 4 28 2.48 42.51

Conveyor8 49.55 35.46 0.00 14.99 4 22 1.75 38.29

Table 2: Conveyor statistics after 8 hours shift.
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Figure 11: Machine Statistics. Report by On Shift Time.

The figure shows that the most broken down machine was 
machine M1 than machines M2 and M3. Most idle machine was 
machine M10 and it was more than 96% and on the other side 
the less idle machine was M1 it was less than 2%.

Name % 
Idle 

% Busy % Setup % Broken 
Down 

No. Of 
Operations 

M1 1.4 75.64 21.24 2.8 51 

M2 7.49 75.02 17.7 0.42 40 
M3 32.48 60.03 5.62 0.42 26 
M4 76.68 22.90 0.00 0.00 10 
M5 38.83 61.17 0.00 0.00 32 
M6 81.05 18.95 0.00 0.00 7 
M7 57.88 32.06 10.6 0.00 11 
M8 58.50 32.06 9.44 0.00 11 
M9 65.37 24.84 9.78 0.00 17 
M10 96.25 3.75 0.00 0.00 9 

Table 3: Machine statistics after 8 hours shift.

On Figure 12 are shown states of machines M1 to M10 every 
hour during 8 hours shift on the percentage basis. We can see 
that the machines were the most time in state BUSSY. The 
average value of the state was 74,625%.

Figure 12: Process Performance on a percentage basis

Nine parts were completed after 8-hour shift. Seven finished 
parts were waiting to be wrapped on machine M10. Twentyeight 
parts were waiting to be coloured and painted. Time after 
passing four parts (1 part from 1 type) was 620 min. From this 
time was less than 20% machining time and more than 80% 
shipping time. In the next steps we describe the simulation II 
in the ARENA.
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Figure 13: Results of errors rate 2% for 100 pieces of each component

In Figure 13 we can see a simulation of the manufacturing 
process in the ARENA programme. The simulation assign to 
the insertion of position to control on QCh1 QCh2 which is set 
to 2% error rate. As input data were put to the simulation 4 units 
of 100 pieces, where the error rate of 2% on the QCh1were 9 
error rate and on the QCh2 were 5 error rate. After running the 
simulation it is possible to generate reports in time and number 
form, rate units, utilization of machines, input and output units 
in machines. From the machine Line_up 3 (on the left side) is 
seen that the error was 9 and in entities Nr. 1, 2 was 3 errors rate. 
From a a machine Line_up fourth arising that in entities 3 and 
4 were 6 errors.

Figure 14: Results of errors rate 2% for 50 pieces of each component

In Figure 14 is presented the simulation 4 units of 50 pieces with 
2% error rate. On the position QCh1 were 5 errors units and on 
the position QCh2 was errors units. On the left side (Machine 
Line_up 3) is seen that the error was 5 errors and entities Nr.1, 2 
was incorrect 2 entities. From the machine Line_up fourth is to 
seen entities Nr. 3 and 4, from these entities were 3 errors. The 
simulation can be changed to a percentage of rejected setting 
transitoriness of 80% and 20% will rejected up to 99% where the 
rate is 1% of rejected.

Conclusion
The principle of line production is in today‘s modern and 
extremely rapid time used in most businesses, regardless 
of orientation. In this article we describe the main problems 
that arise in planning and management of such production. 
We have also compared different heuristic methods that are 
used for production scheduling, and we recommend the most 
appropriate method in our specified case. At the end of the 
article, we propose a unique graphical algorithm that describes 
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the steps and options in the case managing the line production. 
It can be used for research and educational purposes. This 
algorithm will be enriched in next publications for more options 
and choices.
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